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We studied the heat conduction at InGaAs/InP interfaces and found that the total value of interface

conductance was quite high �830 MW m�2 K�1. The modal contributions to the thermal interface

conductance (TIC) were then investigated to determine the mode responsible. Using the recently

developed interface conductance modal analysis method, we showed that more than 70% of the

TIC arises from extended modes in the system. The lattice dynamics calculations across the

interface revealed that, unlike any other interfaces previously studied, the different classes of

vibration around the interface of InGaAs/InP naturally segregate into distinct regions with respect

to frequency. In addition, interestingly, the entire region of frequency overlap between the sides of

the interface is occupied by extended modes, whereby the two materials vibrate together with a

single frequency. We also mapped the correlations between modes, which showed that the

contribution by extended modes to the TIC primarily arises from coupling to the modes that have

the same frequencies of vibration (i.e., autocorrelations). Moreover, interfacial modes despite their

low population still contribute more than 6% to interfacial thermal transport. The analysis sheds

light on the nature of heat conduction by different classes of vibration that exist in interfacial

systems, which has technological relevance to applications such as thermophotovoltaics and

optoelectronics. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4948520]

Indium-gallium-arsenide alloys (InxGa1�xAs) are of sig-

nificant interest for thermophotovoltaics (TPV)1,2 and other

electronic systems.3,4 In many instances, there is specific in-

terest in the In0.53Ga0.47As alloy, because it is lattice

matched with InP,5 which is commercially available as a sin-

gle crystal substrate. This lattice matching makes this system

an ideal platform for growing high quality single crystal

devices, since there is minimal strain to drive the formation

of defects, which can negatively affect the device perform-

ance.6 Furthermore, since In0.53Ga0.47As has an electronic

band gap of 0.74 eV, it is an ideal candidate for TPV, since

this band gap is close to the peak in the Black body spectrum

at temperatures commensurate with many high temperature

heat sources. In many applications, the devices consist of

many successive layers with thicknesses ranging from as low

as 10 nm up to 10 lm, and the temperature of the devices

can often have a major influence on the performance. These

devices therefore have to consider thermal management

issues and one important quantity can be the thermal inter-

face conductance (TIC) between the two materials.

Depending upon the device, low values of TIC could be

highly important, if it presents a significant resistance to heat

flow out of the system. However, many previous methods for

studying TIC exhibit large discrepancies with experi-

ments,7–10 largely due to incomplete descriptions of the

physics. In this respect, anharmonicity has proven to be one

of the most important effects to include in TIC calcula-

tions.11–15 Recently, Gordiz and Henry developed a new mo-

lecular dynamics (MD) based formalism termed the interface

conductance modal analysis (ICMA) method that success-

fully incorporates anharmonicity.16

The ICMA method provides a new perspective on ther-

mal transport through interfaces, because it is not derived

using the phonon gas model (PGM), for which all other prior

work on interfaces has been based.13,15,17–20 Instead, the

ICMA method is based on the following expression for TIC

that was derived from the fluctuation-dissipation theorem21

by Barrat et al.22 and Domingues et al.23

G ¼ 1

AkBT2

ð1
0

hQ tð ÞQ 0ð Þidt; (1)

where G is the TIC between materials A and B, A is the

cross-sectional contact area, kB is the Boltzmann constant, T
is the equilibrium system temperature, h� � �i indicates calcu-

lation of the autocorrelation function, and Q represents the

energy exchanged between materials A and B at each instant

of time. The expression for Q can be written as

Q ¼ �
X
i2A

X
j2B

pi

mi
� �@Hj

@ri

� �
þ

pj

mj
� @Hi

@rj

� �( )
; (2)

where i and j are the indices for the atoms in the system, the

position and momentum of the atoms in the system are

denoted by ri and pi, respectively, and Hi represents the indi-

vidual atom Hamiltonian which can be written as

Hi ¼
pi

2

2mi
þ Ui r1; r2;…; rnð Þ; (3)

where Ui is the potential energy assigned to a single

atom,24,25 and mi is the mass of atom i. The expression for
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TIC in Eq. (1) describes the transport in terms of the degree

of correlation in heat flow across the interface, which can be

computed from a MD simulation. The key contribution of

Gordiz and Henry, however, was the projection of the inter-

facial heat flux onto the individual modes of the system.16

This can be done by first calculating the normal mode coor-

dinate of velocity for mode n ( _Xn) as,26

_Xn ¼
X

i

m
1=2
i

N1=2
_xi � e�n;i; (4)

where _xi is the velocity of atom i, N is the total number of

atoms, � represents complex conjugate, and en;i is the eigen

vector for mode n assigning the direction and displacement

magnitude of atom i. From the inverse of the operations in

Eq. (4), we can describe the velocity of atom i as the summa-

tion of individual contributions by different modes of vibra-

tion in the system as

_xi ¼
X

n

1

Nmið Þ1=2
en;i

_Xn: (5)

Then, replacing Eq. (5) in the definition for interfacial heat

flux (Eq. (2)) results in the following definition which is the

contribution by mode of vibration n to the total interfacial

heat flux

Qn ¼
1

N1=2

X
i2A

X
j2B

(
1

mið Þ1=2
en;i

_Xn

 !
� @Hj

@ri

� �

þ 1

mjð Þ1=2
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_Xn

 !
� �@Hi

@rj
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; (6)

where Q ¼
P

n Qn. Incorporating the above expression for

Qn in the definition of total conductance (Eq. (1)) yields the

following definition for the individual modal contributions to

TIC

Gn ¼
1

AkBT2

ð
hQn tð ÞQ 0ð Þidt; (7)

where G ¼
P

n Gn. Replacing for both of the total heat fluxes

in Eq. (1) using the modal heat flux definition in Eq. (6) also

allows the calculation of the individual contributions from

pairs of modes of vibration equal to

Gn;n0 ¼
1

AkBT2

ð
hQn tð ÞQn0 0ð Þidt: (8)

The above equation provides a quantitative description for

the degree of correlation between different pairs of modes in

the system, which is in qualitative agreement with the con-

cepts of diagonal and collective contributions introduced by

Gill-Comeau and Lewis.27,28

Another important realization by Gordiz and Henry was

the recognition that one cannot use the modes associated

with the bulk materials to properly describe the interfacial

heat flow.29 Moreover, in the process of developing ICMA,

Gordiz and Henry have shown that, based on the degree of

localization of vibrational energy near the interface, the

modes of vibration can be classified into four groups of

modes, namely, h1i extended modes, h2i partially extended

modes, h3i isolated modes, and h4i interfacial modes.29

Observation of these types of modes can be attributed to the

interface itself, whereby it breaks the system’s symmetry

and changes the dynamical matrix in such a way that local-

ization occurs. Therefore, not all solutions for this modified

dynamical matrix are capable of retaining the sinusoidally

modulated eigen vectors for all of the atoms. Extended

modes are delocalized over the entire system (Fig. 2(a)).

Partially extended modes have vibrations on one side of the

interface; however, the vibrations only partially extend

through the interface and to the other side (Figs. 2(b) and

2(c)). Isolated modes exist only on one side of the interface

and do not include participation near the interface (Fig.

2(d)). Interfacial modes are localized/peaked near the inter-

face and majorly incorporate interfacial atoms into their

vibrations (Fig. 2(e)). The nature of these modes’ contribu-

tions to the TIC can be fundamentally different, as Gordiz

and Henry30 have also recently shown that interfacial modes

can exhibit extremely large contributions and can serve as a

bridge between the two materials, by coupling to many other

modes. Thus, one of the key benefits of using ICMA is that it

can describe any of the modes that exist in an interfacial

structure, which can have a different character and associ-

ated roles in the heat conduction process. The PGM based

descriptions, however, assume that all modes are propagating

modes, which have a well-defined velocity.31 Thus the PGM

perspective is unable to account for the effect that an inter-

face has on the mode character in a given structure.

Therefore, in this study, we used the ICMA method to not

only quantify but also understand the various contributions

to TIC from different phonons in the In0.53Ga0.47As/InP

system.

We used ICMA and equilibrium MD to calculate the

modal contributions to TIC. The interactions are described

by Tersoff interatomic potential32 based on the parameters

by Powell et al.33 to model different III-V semiconductor

compounds, and we used mixing rules32 to describe the cross

species interactions. Periodic boundary conditions have been

applied to all three Cartesian coordinates, and a time step of

0.5 fs is chosen for the MD simulations. The number of unit

cells along the xyz directions has been chosen to be equal to

3, 3, and 24 (3 � 3 � 24). We examined the effect of larger

cross sections up to 5–5 unit cells and longer systems up to

50 unit cells, and neither resulted in changes larger than 5%

to both the mode distributions from lattice dynamics (LD) or

modal contributions to TIC calculated from MD. The inter-

face is situated normal to the z direction, which is parallel to

the [100] crystallographic direction, and the simulation tem-

perature was set equal to 300 K. After relaxing the structure

under the isobaric-isothermal ensemble (NPT) for 1 ns at

zero pressure and T ¼ 300 K and under the canonical ensem-

ble (NVT) for another 1 ns at T ¼ 300 K, we simulated the

structure in the microcanonical (NVE) ensemble for 10 ns

during which the modal contributions to the heat flux across

the interface are calculated. The heat flux contributions are

saved and post processed to calculate the mode-mode heat

flux correlation functions.16 The effect of different configura-

tions on the InGaAs side has been accounted for by

181606-2 K. Gordiz and A. Henry Appl. Phys. Lett. 108, 181606 (2016)



averaging the results over five different random alloy config-

urations. Statistical uncertainty, due to insufficient phase

space averaging, has been reduced to less than 5% by consid-

ering 10 independent ensembles.34 The MD simulations

were performed using the Large Atomic/Molecular

Massively Parallel Simulator (LAMMPS),35 and the LD cal-

culations were performed using the General Utility Lattice

Program (GULP).36 The low-temperature LD information

used in this study is justified because the simulation tempera-

ture of 300 K is lower than the temperatures (e.g., 800 K) at

which Feng et al.37 and Gill-Comeau and Lewis27 have

reported noticeable changes in frequencies and eigen vectors

for their modal analysis. This effect is also not expected to

dramatically change the results for this system.

Similar to previous studies, we observed four different

types of modes arising from the LD of the entire structure of

InGaAs/InP interface. Interestingly, unlike previous sys-

tems,29,30 these modes are actually segregated into well-

defined regions based on their frequencies. Figure 1(b)

shows the total density of states (DOS) and DOS for each

type of vibration at the interface of InGaAs/InP. In addition,

the eigen vectors of vibration for a sample eigen mode of

vibration belonging to each class of vibration are provided in

Fig. 2. The segregation of the modes according to their fre-

quencies is different from previous observations of Ar based

interfaces,29,38 Si interfaces with mass difference,29 or Si/Ge

interfaces30 in which different types of vibrational modes

appear in overlapping regions of the DOS. It is also peculiar

that even the partially extended modes on InP side and par-

tially extended modes on InGaAs side occupy separate sec-

tions on DOS. The primary cause of the mode segregation is

the phonon band gap in InP. InP has a large gap in its vibra-

tions between �5.9 and 10 THz (see Fig. 1(a)), largely due

to the significant mass difference in the basis (�3.5�). The

lack of vibrational states between 5.9 and 10 THz in InP

forces the system to segregate the modes of the full structure

into distinct regimes.

From Fig. 1(a), it can be seen that the interfacial modes

exist at two narrow bands of frequencies: (1) the point where

extended modes transition into partially extended modes on

InGaAs side, and (2) the onset of partially extended modes

FIG. 1. DOS and modal contributions to TIC for InGaAs/InP interface at

T¼ 300 K. (a) DOS for isolated InP and isolated InGaAs before making

interface, (b) total DOS and DOS for different mode classifications across

the interface, (c) TIC accumulation function, and (d) 2D map showing the

magnitudes of the correlations/interactions on the plane of two frequency

axes. The values presented on the 2D map have units of MW m�2 K�1.

FIG. 2. Eigen vectors for different examples of the four classes of vibration

present at the interface of InGaAs/InP. In, Ga, As, and P atoms are repre-

sented by red, yellow, cyan, and white spheres, respectively. The examples

and their frequencies are (a) extended mode at 3.86 THz, (b) partially

extended mode centered on InGaAs side at 8.11 THz, (c) partially extended

mode centered on InP side at 10.61 THz, (d) isolated mode at 5.48 THz, and

(e) interfacial mode at 9.96 THz.

181606-3 K. Gordiz and A. Henry Appl. Phys. Lett. 108, 181606 (2016)



on InP side. Also, interestingly Table I shows that, by com-

parison to previously studied structures, the In0.53Ga0.47As/

InP structure has significantly more extended modes �47%,

which is larger than a previously studied Ar/4Ar interface

�10% (Ref. 29) and Si/Ge interface �30%.30 In essence,

since extended modes correspond to collective vibrations of

the entire system (e.g., including both bulk materials to-

gether) at a single frequency, their fraction of the total num-

ber of states is commensurate with the bulk DOS overlap.

However, Gordiz and Henry showed that, for instance, at the

interface of Ar(m)/Ar(4 m), a large population of partially

extended modes exist even at the region of frequency overlap

between the two sides of the interface.29 This observation

showed that DoS overlap does not automatically guarantee

that the states will be extended. Nonetheless, for the

In0.53Ga0.47As/InP structure, interestingly all of the eigen

modes in the regions of DoS overlap fall into class h1i and

are extended. Thus, the In0.53Ga0.47As/InP structure appears

to have the maximum number of extended modes possible.

After calculating the modal contributions to TIC, it was

found that interfacial modes have the highest per mode con-

tribution (see Table I), similar to Ar/4Ar29 and Si/Ge interfa-

ces.30 Fig. 1(c) shows that the conductance accumulation

associated with the low frequency modes (e.g., between 0

and 1 THz) is large, �20% of the total TIC. The large value

observed for the total TIC also suggests that in InGaAs/InP

devices, this particular interface likely contributes negligible

resistance to the overall device resistance.

Using ICMA, the degree of interaction/correlation between

each pair of vibrational modes in the system can be calculated

and presented as a two-dimensional map of correlation,16,29

shown in Fig. 1(d). Since elastic interactions are restricted to

phonons of the same frequency, which are only associated with

the values along the diagonal of the correlation map (Fig. 1(d)),

all the off-diagonal contributions are attributed to the anharmo-

nicity. It is interesting to note that the large contribution by

extended modes (�70%) including the contribution by low fre-

quency modes between 0 and 1 THz mainly arises from the

auto-correlations, while for partially extended modes, particu-

larly the ones that are located on the InP side, the major contri-

butions to TIC are caused by cross-correlations. In fact, since

the frequency of vibration for the partially extended modes on

InP side is larger than the maximum frequency of vibration on

InGaAs side, the contribution by these modes is attributed to

anharmonicity. Particularly, it can be seen from 2D correlation

map that partially extended modes on InP side are primarily

correlated with lower frequency extended modes in the system.

Moreover, not only because of their considerable contribution

to conductance (�12%), but also because of their strong band

of anharmonic coupling, the contributions by partially extended

modes on the InP side, to a great degree, resemble the contribu-

tions by interfacial modes in crystalline Si/Ge interfaces.30 In

addition, the degree of cross-correlations for partially extended

modes primarily located on InP side seem much stronger com-

pared to the cross-correlations for partially extended modes pri-

marily located in InGaAs. It can also be seen from Fig. 1(d)

that the frequency-doubling and frequency-halving processes

that was reported to be significant for Ar(m)/Ar(4 m) interface15

do not seem to be the dominant correlations for the interface of

InP/InGaAs.

These observations lead to the following interpretations.

(1) The extended modes behave almost as their own subsys-

tem and exhibit minimal interaction with other modes in the

system. Since they extend through the entire structure, it is

as if they do not recognize the presence of the interface and

thus, their contributions may not be well explained by a pic-

ture framed upon the PGM, e.g., it is as if they simply con-

tribute directly to the total thermal conductivity of the full

structure based on their respective mean free paths. (2) The

fact that the partially extended mode contributions are domi-

nated by their cross-correlations suggests that these mode’s

contributions may be well described by the PGM transmis-

sion paradigm. This is because cross-correlation is a signal

of interaction, and therefore, these modes, which on the InP

side are essentially propagating modes, carry energy to the

interface and then exchange it with other modes on the other

side via scattering. (3) The fact that the high frequency

modes, above the phonon band gap in InP, contribute primar-

ily via cross correlation is consistent with the conventional

PGM model, since there are no modes on with the same fre-

quencies on the other side that they can exchange energy

with. Therefore, all of their contributions can be associated

with inelastic interactions/anharmonic effects. Furthermore,

the fact that their contributions are non-negligible �12%

suggests that, again, as was observed for other systems11–15

anharmonicity is non-negligible at room temperature.

In conclusion, we studied the InGaAs/InP interface and

found an interesting result, whereby remarkably the normal

modes of vibration segregate into distinct regions of fre-

quency. Second, the TIC is very high and is not likely to be

limiting in devices with layer thicknesses greater than

�15 nm. The majority of the TIC comes from the extended

modes and various correlations for each group of modes

indicates that the extended modes behave as if the interface

is non-existent, while the partially extended modes behave in

a manner more consistent with the conventional paradigm

based on the PGM. This application of the ICMA method

provides insight and useful data for future studies focused on

thermal management in systems containing InGaAs/InP

interfaces, as there is now evidence to suggest that the TIC is

large and may be negligible by comparison to the thermal re-

sistance of the respective device layers.
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